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Generative Adversarial Networks

ÅThe generator and discriminator play the following two-
player minimax game with value function 

ÅThe generator                maps a latent space to a data 
space

ÅThe discriminator                 represents the probability that 
ǘƘŜ ά·έ ŎŀƳŜ ŦǊƻƳ ǘƘŜ Řŀǘŀ ǊŀǘƘŜǊ ǘƘŀƴ  
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An Theoretical Analysis of GANs [1]
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[1] Generative Adversarial Nets, I. J. GoodfellowΣ Ŝǘ ŀƭΣ bLt{Ωмп



Practical Learning Techniques [1]

ÅTo train the generative network, the objective function is 
slightly twisted (no theoretical analysis is guaranteed)
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[1] Improved techniques to train GANs, T. SalimansΣ Ŝǘ ŀƭΣ bLt{Ωмс



Inception Score

ÅWe apply the Inception model (GoogLeNet) to get the 
conditional label distribution
ÁWe expect that a well-generated image has a conditional label 

distribution with low entropy

ÁWe expect that  the model to generate varied images the 
marginal                               with high entropy

ÅThe following score is very natural to assess the quality of 
generative models
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Deep Convolutional GANs (DCGANs) [1]
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100-(4x4x1024) 
projection matrix

Transposed convolution (a.k.a. deconvolution)



Transposed convolution
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[1] https://github.com/vdumoulin/conv_arithmetic



Stacked Generative Adversarial Networks

X. Huang, Y. Li, O. Poursaeed, J. Hopcroft, S. Belongie(Cornell University)

In this paper we aim to leverage the powerful bottom-up discriminative
representations to guide a top-down generative model. We propose a novel
generativemodelnamedStackedGenerativeAdversarialNetworks (SGAN),which
is trained to invert the hierarchicalrepresentationsof a discriminativebottom-up
deep network. Our model consistsof a top-down stackof GANs,eachtrained to
generate άǇƭŀǳǎƛōƭŜέlower-level representations, conditioned on higher level
representations. A representation discriminator is introduced at each feature
hierarchyto encouragethe representationmanifold of the generatorto alignwith
that of the bottom-up discriminativenetwork, providingintermediatesupervision.
In addition,we introducea conditionallossthat encouragesthe useof conditional
information from the layer above, and a novel entropy loss that maximizesa
variational lower bound on the conditional entropy of generatoroutputs. To the
bestof our knowledge,the entropy lossis the first attempt to tacklethe conditional
model collapseproblem that is commonin conditionalGANs. We first train each
GANof the stackindependently,andthen we train the stackend-to-end. Unlikethe
original GANthat usesa single noise vector to represent all the variations,our
SGAN decomposes variations into multiple levels and gradually resolves
uncertaintiesin the top-downgenerativeprocess.
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Hierarchical image generation
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Lower-level representation conditioned 
on higher-level representation



Stacked Generative Adversarial Network (SGAN)

[Pre-trained Encoder]
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Convolution Pooling Convolution Pooling
Fully-

connected

input conv1 pool1 conv2 pool2 fc3 fc4



Stacked Generative Adversarial Network (SGAN)

[Stacked Generators]

ÁOur goal is to train a top-down generator Ὃthat inverts Ὁ

ÁὋconsists of a top-down stackof generators Ὃwhich is 
trained to invert a bottom-up mapping Ὁ

ÁThe definition of each generator is defined as follows:
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An overview of image generation
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ÁNew images can be sampled from 

SGAN by feeding random noise to 

each generator

ÁThis is different from DCGAN, 

because multiple noise variables are 

consideredto generate the single 

image

ÁEach generator can be designed by 

transposed convolution operators



An overview of SGAN
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Training Discriminator

[Standard Loss]

ÁA discriminator Ὀ distinguishes generated representation 

ὬŦǊƻƳ άǊŜŀƭέ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴǎ Ὤ

ÁThe loss for the discriminator is defined as 
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Training Generator (1/3)

[Adversarial Loss]

ÁThey first train each GAN independently by using 

ὒ
ȟ

ÁThey train them jointly in an end-to-end manner by using 

ὒ
ȟ
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Training Generator (2/3)

[Conditional Loss]

ÁThey regularize the generator by feeding the generated 
lower-level representations                               back to the 
encoder

ÁThey enforce the recovered representations to be similar 
to the original representations
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Training Generator (3/3)

[Entropy Loss]

ÁThey encourage the generated representation Ὤ to be 
sufficiently diverse when conditioned on Ὤ

ÁThe conditional entropy ὌὬȿὬ should be as high as 
possible

ÁThey propose to maximize a variationallower boundon 
the conditional entropy
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Experiments

[Encoder]

ÁThey use a small CNN as the encoder: conv1-pool1-
conv2-pool2-fc3-fc4-softmax

[Generator]

ÁThe top GAN Ὃ generates fc3 features from some 
random noise ᾀ, conditioned on label ώ

ÁThe bottom GAN Ὃ generates images from some 
random noise ᾀ, conditioned on fc3 features from GAN 
Ὃ
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SVHN Results
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CIFAR Results
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Inception Scores (CIFAR-10)
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Stack GAN: Text to Photo-realist Image Synthesis

H. Zhang (Rutgers), T. Xu (Lehigh Univ.), H. Li (CUHK), S. Zhang (UNC), X. Huang 
(Lehigh Univ.), X. Wang (CUHK), D. Metaxas (Rutgers)

In this paper,we proposestackedGenerativeAdversarialNetworks(StackGAN) to
generatephoto-realistic imagesconditionedon text descriptions. TheStage-I GAN
sketchesthe primitive shapeandbasiccolorsof the object basedon the giventext
description,yieldingStage-I low resolution images. TheStage-II GANtakesStage-I
resultsand text descriptionsas inputs, and generateshigh resolution imageswith
photorealisticdetails. TheStage-II GANisableto rectify defectsandaddcompelling
details with the refinement process. Samplesgeneratedby StackGANare more
plausiblethan thosegeneratedby existingapproaches. Importantly, our StackGAN
for the first time generatesrealistic 256Ǝ256 imagesconditioned on only text
descriptions, while state-of-the-art methods can generate at most 128 Ǝ 128
images. To demonstrate the effectivenessof the proposed StackGAN, extensive
experimentsareconductedon CUBandOxford-102datasets.
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Motivating Examples
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The architecture of StackGAN
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