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Generative Adversarial Networks

AThe generator and discriminator play the following two
player minimax game with value function

ménmng(G,D) = Ex~py,.(x) [log D(z)]
+ Ezeps(z)llog(l - D(G(2)))]

AThe generatoiG(z;6,)  maps a latent space to a data
space

AThe discriminatorD(x; 6,) represents the probability tf
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An Theoretical Analysis of GANSs [1]

Proposition 1. For G fized, the optimal discriminator D is

* L pda,ta(m)
b (m) B pdata(w) —|_pg(w)

Theorem 1. (Global Optimality) The global minimum of the virtual training
criterion maxp V (G, D) s achieved if and only if py = Pdata- At that point,
maxp V (G, D) achieves the value —log4.
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Practical Learning Techniques [1]

ATo train the generative network, the objective function is
slightly twisted (no theoretical analysis is guaranteed)
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Inception Score

AWe apply the Inception modeGpogLeNatto get the
conditional label distributionp(y|z)

AWe expect that a weljenerated image has a conditional label
distribution with low entropy

AWe expect that the model to generate varied images the
marginal/p(m:c = G(2))dz with high entropy

AThe following score is very natural to assess the quality
generative models

Inception score = exp (Ex [KL (p(y|)||p(y))])



Deep Convolutional GANs (DCGANS) [1]
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Transposed convolution

[1] https://github.com/vdumoulin/conv_arithmetic



Stacked Generative Adversarial Networks

X. Huang, Y. Li, BoursaeedJd. Hopcroft, Belongig(Cornell University)

In this paper we aim to leverage the powerful bottom-up discriminative
representationsto guide a top-down generative model We propose a novel
generativemodel named StackedGenerativeAdversarialNetworks (SGAN)which
IS trained to invert the hierarchicalrepresentationsof a discriminative bottom-up
deep network. Our model consistsof a top-down stackof GANs,eachtrained to
generate & LJ | dziowedlévs gepresentations, conditioned on higher level
representations A representation discriminator is introduced at each feature
hierarchyto encouragethe representationmanifold of the generatorto alignwith
that of the bottom-up discriminativenetwork, providingintermediate supervision
In addition, we introduce a conditionallossthat encourageghe use of conditional
Information from the layer above, and a novel entropy loss that maximizesa
variational lower bound on the conditional entropy of generator outputs. To the
bestof our knowledge the entropy lossis the first attempt to tacklethe conditional
model collapseproblem that is commonin conditional GANs We first train each
GANof the stackindependentlyandthen we train the stackend-to-end. Unlikethe
original GANthat usesa single noise vector to representall the variations, our
SGAN decomposes variations into multiple levels and gradually resolves
uncertaintiesin the top-down generativeprocess




Hierarchical image generation

Google  How to draw image How to Draw Unicorn
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LoweFlevel representation conditioned
on higherlevel representation




Stacked Generative Adversarial Network (SGAN)

[Pre-trained Encoder]

Fully

Convolution Pooling Convolution  Pooling
connected
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h;+ 1= E;(h;)
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Stacked Generative Adversarial Network (SGAN)

[Stacked Generators]
AOur goal is to train a todown generatorOthat invertsO

A"Oconsists of @op-down stackof generators’O which is
trained to invert a bottoraup mappingO

AThe definition of each generator is defined as follows:

Ei — Gi(h7;_|_1, Zi), where hz'_|_1 = Ef,;_|_1(58)

s

i = Gi(hi—l—la Zz')-

)

Or,
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An overview of Image generation

A New images can be sampled from

BH 22 SGAN by feeding random noise to

each generator

hy | A This is different from DCGAN,
¥ becausenultiple noise variables are
G “_E - consideredo generate the single
l image
h1 A Each generator can be designed by
‘ é }‘-—E transposed convolution operators
0 < 0
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An overview of SGAN

(a) A vanilla GAN ﬁg’;d i

Gy zo +
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(b) SGAN Train
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Training Discriminator

[Standard Loss]

AA discriminatofO distinguishes generated representatiol
QFNRPY GaNBIFfé& NBLINBASY Gl 47

AThe loss for the discriminator is defined as

Lp, = —log D;(h;)]

hinda,ta,E [

+ Ezinziahi—Fledata,E [_ log(l - DZ(Gz(hZ+17 zz)]

14



TrainingGenerator(1/3)

[Adversarial Loss]

AThey first train each GAN independently by using
~ h
U

AThey train them jointly in an entb-end manner by using
~ h
U

dv,indep
Lodvinder
G; Z@'szi,hi+1diata,E

|—log D;(G;(h;i1, 2;)]

ﬁ‘g;i”’j”'”t = Ez,~p., [— log Di(Gi(hiy1, Zz)}
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Training Generato(2/3)

[Conditional

AThey regu
lower-leve
encoder

_0Sk
arize the generator by feeding the generatec
representationg; = G;(h;11, z;) back to

AThey enforce the recovered representations to be simil
to the original representations

LE =By ~piara.szimps, I1Ei(Gilhiv1, z:)) — hiya][3]
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Training Generato(3/3)

[Entropy LosS]

AThey encourage the generated representatiro be
sufficiently diverse when conditioned iR

AThe conditional entrop§O "QSQ  should be as high as
possible

AThey propose to maximizevariationallower boundon
the conditional entropy

L&' =Eznpy [E — log Qi(zi‘ﬁi)ﬂ

h;~G;(h;|z;)
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[Encoder]

AThey use a small CNN as the encoder: cqrod 1-
conv2pool2-fc3-fc4-softmax

|Generator]

AThe top GANO generates fc3 features from some
random noisaX , conditioned on labeb

AThe bottom GANO generatesmages fronsome
random noisex , conditioned orfc3 features from GAN
O
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SVHN Results

(a) SGAN samples (conditioned on (b) Real images (nearest neighbor)
labels)
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CIFAR Results

(a) SGAN samples (conditioned on (b) Real images (nearest neighbor)
labels)

20



Inception Scores (CIFAR)

Method Score
Infusion training [ !] 4.62 4+ 0.06
ALI[10] (as reported in [65]) 5.34 £ 0.05
GMAN [11] (best variant) 6.00 +0.19
LR-GAN [67] 6.11 £ 0.06
EGAN-Ent-VI [4] 7.074+0.10
Denoising feature matching [65] 7.72+£0.13
DCGAN' (with labels, as reported in [63])  6.58
SteinGANT [63] 6.35
Improved GAN' [54] (best variant) 8.09 £ 0.07
AC-GANT [44] 8.25 + 0.07
DCGAN (Ladv) 6.16 +0.07
DCGAN (L% 4 L) 5.40 +0.16
DCGAN (Ladv 4 [eond)i 5.40 + 0.08
DCGAN (L 4 [eond 4 pentyf 7.16 £+ 0.10
SGAN-no-joint' 8.37 + 0.08
SGAN' 8.59 4 0.12
Real data 11.24 4+ 0.12

T Trained with labels.

Table 1: Inception Score on CIFAR-10. SGAN and SGAN-
no-joint outperform state-of-the-art approaches.
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Stack GAN: Text to Photealist Image Synthesis

H. Zhang (Rutgers), T. Xu (Lehigh Univ.), H. Li (CUHK), S. Zhang (UNC), X. Hu
(Lehigh Univ.), X. Wang (CUHK), D. Metaxas (Rutgers)

In this paper, we proposestackedGenerativeAdversarialNetworks (StackGANto
generatephoto-realisticimagesconditionedon text descriptions The Stagel GAN
sketcheghe primitive shapeand basiccolorsof the object basedon the giventext
description,yielding Stagel low resolutionimages The Stagell GANtakes Stagel
resultsand text descriptionsas inputs, and generateshigh resolution imageswith
photorealisticdetails TheStagell GANis ableto rectify defectsandadd compelling
details with the refinement process Samplesgeneratedby StackGANare more
plausiblethan those generatedby existingapproachesimportantly, our Stack GAN
for the first time generatesrealistic 256 3 256 imagesconditioned on only text
descriptions while state-of-the-art methods can generate at most 128 3 128
Images To demonstrate the effectivenessof the proposed StackGANextensive
experimentsare conductedon CUBand Oxford102datasets
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Motivating Examples

(a) Stage-1
images

(b) Stage-I1
images

This bird has a yellow This bird 1s white
belly and tarsus, grey
back, wings, and
brown throat, nape
with a black face

with some black on
its head and wings,
and has a long

orange beak
T —

This flower has
overlapping pink
pointed petals
surrounding a ring of
short yellow filaments
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The architecture ofStackGAN
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