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larvae collected randomly in the field (27 48.12" N, 41°40.33' E) by SCUBA. Between 5 and
10 juveniles were recruited successfully in each of 15, 11 polystyrene containers (n = 131,
the bottom of which was coverad with an acetate sheet that served as substramm for
sponge attachment. Containers were then randomly distributed in 3 groups, and sponges
in each group were reared for 14 wecks in 3 different concentrations of $i{ OH 4
0741 & 0133,30.235 0,287 and 100041 = 0760 pM (mean £ s.e.). All cultures were
prepared using 0,22 jum polycarbonate-filtered seawater, which was collected from the
sponge habitat, handled according to standard methesds to prevent Si contamination™ and
enriched in dissolved silica, when treatments required, by using NaySiFs. During the
experiment, all sponges were fed by weekly addition of 2m] of a bacterial culture
{40-60 % 10° bacteria ml "'} to each container™. The seawater was replaced weekly, with
regeneration afinitial food and 5i{OH ), levels. The concentration of Sif OFH) , in cultures
was determined on 3 replicates of 1 ml seawater samples per container by using a Bran-
Luebbe TRAACS 2000 nutrient autoanalyser. After week 5, the accidental contamination
of some culture containers by diatoms rendered subsequent estimates of Si uptake by
sponges unreliable, so we discarded them for the smdy.

For the smdy of the skeleton, sponges were treated according to standard methods™ and
examined in a Hitachi 52300 scanning electron microscope (SEM)
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Is perception of the whole based on perception of its parts? There
is psychological' and physiological®® evidence for parts-based
representation the brain, and certain computational theos
of object recognition rely on such representations®*, But little is
known about how brains or computers might learn the parts of
objects. Here we demonstrate an algorithm for non-negative
matrix factorization that nhle to learn parts of faces and
semantic features of text. This i contrast to other methods,
such as principal components analysis and vector quantization,
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Nonnegative Matrix Factorization (NMF)

Q

» Given a nonnegative target

matrix X € RP*N | determine
a 2-factor decomposition:

X~UVT,

such that factor matrices
U € RP*K gpd vV € RVXK
are nonnegative as well.

Low-rank approximation of
nonnegative data.

Involves the optimization:
min | X — UV |,

subject to U > 0 and V > 0.
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Holistic Representation




Parts-Based Representation
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Nonnegative Data
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to helping better d how the human brain works, the brain-computer
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In
il allows h develop a new class of bioengineering

control devices and robots, offering promise for rehabilitation and other medical applications
as well as exploring possibilities for ad d hi
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As the Netflix Prize competition has dem-
onstrated, matrix factorization models
are superior to classic nearest-neighbor
techniques for producing product recom-
mendations, allowing the incorporation
of additional information such as implicit
feedback, temporal effects, and confidence
levels.

Such systems are particularly useful for entertainment
products such as movies, music, and TV shows. Many cus-
tomers will view the same movie, and each customer is
likely to view numerous different movies. Customers have
proven willing to indicate their level of satisfaction with
particular movies, so a huge volume of data is available
about which movies appeal to which customers. Com-
panies can analyze this data to recommend movies to
particular customers.




NMF for Clustering




Nonnegative Matrix Factorization (NMF)

Given a nonnegative matrix X € R™*" (with X;; >0 fori=1,...,m
and j =1,...,n), NMF seeks a decomposition of X that is of the form:

X~UV',

where U € R™*k and V € R"™¥¥ are restricted to be nonnegative
matrices as well.

» When columns in X are treated as data points in m-dimensional
space, columns in U are considered as basis vectors (or factor
loadings) and each row in V is encoding that represents the extent
to which each basis vector is used to reconstruct each data vector.

> Alternatively, when rows in X are data points in n-dimensional
space, columns in V correspond to basis vectors and each row in U
represents encoding.



NMF: Least Squares

The LS error function is given by

IX —uvT?

S5 (- wv ).

i=1 j=1

Jis

Then, NMF involves the following optimization:

argmin |X —UVT|2
U>o0,V>o0

Gradient descent yields

Ui « UU"‘U:‘S'/([XV]U_[UVTV]U),

Vi« Vit (IXTUl - vuT o).
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Multiplicative Updates

Gradient descent algorithms do not preserve that elements of U and V
are nonnegative.
Choose learning rates

g o= Ui
Y [wv'vy;’
g Vi
v [vu'u;

Then we have multiplicative updates:

XV];

U,‘j — U,Ji[ T]J s
[Uv vij;
xTul.

Vj———t.
‘Ivu'u;



Multiplicative Updates for NMF: Alternative Derivation

» Suppose that the gradient of an error function has a decomposition
that is of the form

VI =[VvJ" -[vJ],

where [VJ]" >0 and [VJ]™ > 0.
» Then multiplicative update for parameters © has the form

[CR=NCXO) <[v“7]_)'n.
[va]*

» Compute derivatives:
VoI = [VuJl" = [VuJ] =UVTV - XV
VI = [WIIT-[VvI  =VvU'uU-X"U.
» Choosing 1 = 1 yields

XV xX'u
V—VoO—n0r.

U—Uo —r—,
uv'v vu'u
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Term-Document Matrix

A term-document matrix X € R™*" is a collection of vector space
representations of documents, where rows are terms (words) and columns

are documents
Xij = tjjlog ( df)

where t;; is the term frequency of word / in document j and idf; is the
number of documents containing word i.



Clustering by Factorization

NMF vyields a factorization X = uv':
> Ujj: the degree to which term i belongs to cluster j.
> V. the degree document / is associated with cluster ;.

Document clustering is based on column vectors of v’

Assign document 7 to cluster j* if

¥ _ .
J© = arg max Vij.
J
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Document Clustering by NMF

1. Construct a term-document matrix X.
2. Perform NMF on X, yielding X = UV ",

3. Normalization

Uy
Uj + AT Vi« Vj /ZUg

4. Use V to determine the cluster label for each document. Assign
document d; to cluster j* if

ok
J© = argmax Vj.
J
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k-means: Matrix Factorization Perspective

Recall the objective function for k-means clustering
K N K
T=2 3 kil =30 " Villxi — i,
k=1i€Cx i=1 j=1

where

Vi — 1 ifx; e Cj
Y71 0 otherwise

This can be written as
J=|X-UVT|P

where X = [x1,...,xn] and U = [pq, ..., k] contains centers
(prototype vectors) in columns and V is the indicator matrix.
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NMF: I-Divergence

» Consider the /-divergence between the data and the model:

i

ZZ Iog[\);T}H—X,-j—i—{UVT]

Note that |-divergence is identical to Kullback-Leibler divergence
when 3,57 X5 = 3, % [UVT] =1
ij

» Multiplicative updates for U and V are determined by minimizing
Ji with nonnegativity constraints U > 0, V > 0 satisfied:

S (X5 /[UV i) Vig
Ui < Uj ;
’ ’ >k Vi
> (X /[UVT Vi) Ui
Vi « Vj
/ / Zk UkJ

» Equivalence between NMF and PLSA was shown by Gaussier and
Goutte (SIGIR-2005).



Weighted NMF

> In practice, the data matrix is often incomplete, i.e., some of entries
are missing or unobserved.

» In order to handle missing entries in the decomposition, we consider
an objective function that is a sum of weighted residuals:

J = ZWU - UV =[Wa (X -UVvTP,

where W; are binary weights, i.e.,

Wi =

1 if Xjj is observed
0 if Xj is unobserved.

» Multiplicative updates for WNMF are given as:

W o X]V v WoxTu

U UG —— e, —
Wouvv (WovuTu
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Weighted NMF for Collaborative Filtering

User 1
User 2
User 3
User 4
User 5
User 6

Item 1

Item 2
Item 3
Item 4
Item 5
Item 6

-

positive
negative
unobserved
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Weighted NMF for Collaborative Filtering

— NS ;DO N Coefficients for User 3

5 5 5 5 5 5 5 Latent movie factors
User 1 action i
User 2 — X comedy
User 3 - horror
User 4 . thriller
User 5 .5 E § g Item
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User 7 *
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o~y
Xij=uj v,
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