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Abstract
Matrix co-factorization involves jointly decomposing several data matrices to approximate each data matrix as a product of two factor matrices, sharing some factor matrices in the factorization. We have recently developed variational Bayesian matrix co-factorization where factor matrices are inferred by computing variational posterior distributions in the case of Gaussian likelihood with Gaussian prior placed on factor matrices. Empirical Bayesian method was used, so hyperparameters are set to specific values determined by maximizing marginal likelihood. In this paper we present a hierarchical Bayesian model for matrix co-factorization in which we derive a variational inference algorithm to approximately compute posterior distributions over factor matrices as well as hyperparameters, placing Gaussian-Wishart prior on hyperparameters. Numerical experiments on MovieLens data demonstrate that the hierarchical variational Bayesian matrix co-factorization alleviates the over-fitting better than the empirical variational Bayesian matrix co-factorization, leading to the improved performance in terms of MAE and RMSE.

*a to be presented at ICASSP-2012.
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1 Introduction

Matrix factorization is a method for seeking a low-rank latent structure of data, approximating the data matrix as a product of two or more factor matrices. Matrix factorization is a popular tool for collaborative prediction, where unknown ratings are predicted by user and item factor matrices which are determined to approximate a user-item matrix as their product [7, 9, 5, 6, 12, 2]. Probabilistic matrix factorization was introduced in [9], in which a linear model with Gaussian observations was considered to learn user-specific and term-specific latent features, which became equivalent to the minimization of sum-of-squared errors with quadratic regularization terms. Bayesian approaches to matrix factorization are proposed based on the approximate inference such as the variational inference [5] or sampling [8], since the exact inference for the probabilistic model is intractable. Bayesian matrix factorization is preferred over other methods for collaborative filtering, since Bayesian approach alleviates over-fitting by integrating out all model parameters.

Collaborative prediction algorithms suffer from the cold-start problem, where the users or items do not have a sufficient number of ratings. To handle the cold-start problem, an efficient use of side information, such as item content information and user demographic information is crucial. Matrix co-factorization has been developed, as a promising approach to systematically exploiting side information. Matrix co-factorization jointly decomposes multiple data matrices to approximate each data matrix as a product of two factor matrices, sharing some factor matrices in the factorization. Various methods and applications include supervised latent semantic indexing [17], content+link for classification [18], collective factorization [10], group nonnegative matrix factorization [3], nonnegative matrix co-factorization [14], semi-supervised nonnegative matrix factorization [4], and co-factorization on compressed sensing [16], drum source separation [1].

Bayesian matrix co-factorization (BMCF) is often preferred over other methods for collaborative filtering, since Bayesian approach alleviates over-fitting by integrating out all model parameters. BMCF infers factor matrices in the decomposition, by computing posterior distributions approximately in the case of Gaussian likelihood with Gaussian prior placed on factor matrices. A sampling-based BMCF was proposed in [11], where the posterior computation requires storing multiple number of samples which is not appropriate for the large-scale collaborative prediction problems. Variational approximation for BMCF was developed in [13, 15], where empirical variational Bayesian method was applied, i.e., hyperparameters are set to specific values determined by maximizing marginal likelihood.

In this paper we present hierarchical variational Bayesian matrix co-factorization (HVBMCF), in which we place Gaussian-Wishart prior on hyperparameters (which are treated as random variables as well) and develop variational inference algorithm in the case of Gaussian likelihood with Gaussian prior on factor matrices. Numerical experiments on MovieLens Data demonstrate that our proposed method, HVBMCF improves the generalization performance in the task of collaborative prediction, compared to the empirical variational Bayesian matrix co-factorization (EVBMCF) [15].

2 Related Work

This section briefly reviews our previous work [15] on EVBMCF which is the basis of our proposed method, HVBMCF. Suppose that we are given a set of dyadic data matrices, \( \mathcal{X} = \{ X_{(a,b)} \in \mathbb{R}^{N_a \times N_b} \} \) for \((a, b) \in \mathcal{R} \), where \( \mathcal{R} \) denotes a set of relations between two entities. For example, in the case where \((a, b)\) is the user-item relation, the \((i_a, i_b)\)-entry, denoted by \( x_{(a,b)}^{i_a, i_b} \), represents the rating of item \( i_b \) by user \( i_a \).

EVBMCF assumes a linear Gaussian model, in which \( x_{(a,b)}^{i_a, i_b} \) is generated by an inner product of two vectors, \( u_{i_a}^{(a)} \) and \( u_{i_b}^{(b)} \), each of which corresponds to the column vector of
factor matrices \( \mathbf{U}^{(a)} \in \mathbb{R}^{d \times N_a} \) and \( \mathbf{U}^{(b)} \in \mathbb{R}^{d \times N_b} \) involving entities \( a \) and \( b \), respectively:

\[
x_{ia,ib}^{(a,b)} = u_{ia}^{(a)\top} u_{ib}^{(b)} + \epsilon_{ia,ib}^{(a,b)},
\]

for \( \forall (a,b) \in \mathcal{R} \) and \( (i_a,i_b) \in \mathcal{O}^{(a,b)} \), where \( \mathcal{O}^{(a,b)} \) is a set of observed entries, and \( \epsilon_{ia,ib}^{(a,b)} \) is Gaussian noise with zero mean and precision \( \rho^{(a,b)} \), which reflects uncertainty in the model, i.e., \( \epsilon_{ia,ib}^{(a,b)} \sim \mathcal{N}(\epsilon_{ia,ib}^{(a,b)} | 0, (\rho^{(a,b)})^{-1}) \). For instance, in the case of \( \mathcal{R} = \{(a,b),(a,c)\} \), where \( (a,b) \) is user-item relation and \( (a,c) \) is user-demographic information relation, the co-factorization of two matrices \( \mathbf{X}^{(a,b)} \) and \( \mathbf{X}^{(a,c)} \) shares the factor matrix \( \mathbf{U}^{(a)} \), i.e., \( \mathbf{X}^{(a,b)} \approx \mathbf{U}^{(a)\top} \mathbf{U}^{(b)} \) and \( \mathbf{X}^{(a,c)} \approx \mathbf{U}^{(a)\top} \mathbf{U}^{(c)} \).

Gaussian prior distribution is assumed for factor matrices \( \mathbf{U} = \{ \mathbf{U}^{(a)} | a \in \mathcal{E} \} \) where \( \mathcal{E} \) is a set of entities:

\[
p(\mathbf{U}^{(a)}) = \prod_{i_a=1}^{N_a} \mathcal{N}(u_{ia}^{(a)} | 0, (\Lambda^{(a)})^{-1}).
\]

where \( \Lambda^{(a)} \) is the precision matrix which is the inverse of the covariance matrix. Then the likelihood is given by

\[
p(\mathbf{X} | \mathcal{U}) = \prod_{(a,b) \in \mathcal{R}} p(\mathbf{X}^{(a,b)} | \mathbf{U}^{(a)}, \mathbf{U}^{(b)})
= \prod_{(a,b) \in \mathcal{R}} \prod_{(i_a,i_b) \in \mathcal{O}} \mathcal{N}(x_{ia,ib}^{(a,b)} | u_{ia}^{(a)\top} u_{ib}^{(b)}, (\rho^{(a,b)})^{-1}).
\]

The graphical representation is illustrated in Fig. 1.
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Figure 1: Graphical representation of the probabilistic model for EVBMCF.

The variational Bayesian inference considers a lower-bound on the log marginal likelihood

\[
\log p(\mathcal{X}) = \log \int p(\mathcal{X}, \mathcal{U}) d\mathcal{U}
\geq \int q(\mathcal{U}) \log \frac{p(\mathcal{X}, \mathcal{U})}{q(\mathcal{U})} d\mathcal{U} \equiv \mathcal{F}(q),
\]

where the Jensen’s inequality was used and \( \mathcal{F}(q) \) denotes the variational lower-bound to be maximized. Assume that the variational distribution \( q(\mathcal{U}) \) is factorized:

\[
q(\mathcal{U}) = \prod_{a \in \mathcal{E}} q(U^{(a)}).
\]
Hierarchical Variational Bayesian Matrix Co-Factorization

Variational posterior distributions, \( q^* (\cdot) \), are determined by maximizing the variational lower bound \( \mathcal{F}(q) \), leading to

\[
\log q^* \left( U^{(a)} \right) \propto \mathbb{E}_{U \mid U^{(a)}} \{ \log p(U, U) \},
\]

where the expectation is taken with respect to the variational distributions over all variables excluding \( U^{(a)} \). In EVBMCF, hyperparameters, \( \{ \Lambda^{(a)} \mid a \in \mathcal{E} \} \), and noise variance \( \{ \rho^{(a,b)} \mid (a, b) \in \mathcal{R} \} \) are set to specific values determined by maximizing the variational lower bound \( \mathcal{F}(q) \). EVBMCF works fairly well for cold-start problems, however, the prediction accuracy often degrades as iterations proceed, due to the over-fitting caused by the point estimates of hyperparameters. Thus, the early-stopping, in general, is required to obtain accurate predictions. See [15] for more details on EVBMCF.

Table 1: Variational posterior distributions and corresponding parameter updates are summarized for HVBMCF.

<table>
<thead>
<tr>
<th>Variational posterior</th>
<th>Parameter updates</th>
<th>Sufficient statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q^* (U^{(a)}) )</td>
<td>( m^{(a)} = (L^{(a)})^{-1} \langle \Lambda^{(a)} \rangle \langle \mu^{(a)} \rangle + \langle L^{(a)} \rangle^{-1} \Sigma</td>
<td>_{(a,b) \in \mathcal{R}} \langle \rho^{(a,b)} \rangle \Sigma</td>
</tr>
<tr>
<td>( q^* (\mu^{(a)}) )</td>
<td>( \beta^{(a,b)} = \beta_0 + \frac{1}{2} \sum</td>
<td>_{(a,i_k) \in \mathcal{O}} \langle \rho^{(a,b)} \rangle \text{tr} \langle \nu^{(a)} \rangle \langle \nu^{(b)} \rangle \rangle )</td>
</tr>
<tr>
<td>( q^* (\Lambda^{(a)}) )</td>
<td>( \phi^{(a)} = \frac{1}{m_0 + N_a \mu_0} + \frac{1}{N_a} \sum</td>
<td>_{i \in \mathcal{O}} \langle \nu^{(i)} \rangle )</td>
</tr>
<tr>
<td>( q^* (\Omega^{(a)}) )</td>
<td>( (\Omega^{(a)})^{-1} = \Omega_0^{-1} + \sum</td>
<td>_{i \in \mathcal{O}} \langle \nu^{(i)} \rangle \langle \nu^{(i)} \rangle )</td>
</tr>
</tbody>
</table>

3 Hierarchical Variational Bayesian Matrix Co-Factorization

In this section we present the main contribution of our paper, in which treat hyperparameters as random variables, placing Gaussian-Wishart prior on hyperparameters, in order to construct a hierarchical Bayesian model for matrix co-factorization. We develop a variational inference algorithm where we iteratively compute variational posterior distributions over factor matrices in the co-factorization.

As in EVBMCF described in Section 2, we assume the same linear Gaussian model with Gaussian prior placed on factor matrices. In contrast to EVBMCF, we place Gaussian-Wishart prior distribution on hyperparameters \( \mu^{(a)} \) and \( \Lambda^{(a)} \):

\[
p \left( \mu^{(a)}, \Lambda^{(a)} \right) = \mathcal{N} \left( \mu^{(a)}, \gamma_0 \Lambda^{(a)} \right) \mathcal{W} \left( \Lambda^{(a)} | \Omega_0, \nu_0 \right),
\]

where \( \mathcal{W} \left( \Lambda^{(a)} | \Omega_0, \nu_0 \right) \) is a Wishart distribution over \( \Lambda^{(a)} \). We assume Gamma distribution over the noise precision variables:

\[
p \left( \rho^{(a,b)} \right) = \mathcal{G} \left( \rho^{(a,b)} \mid \alpha_0, \beta_0 \right),
\]

where \( \alpha_0 \) and \( \beta_0 \) are shape and inverse scale parameters. The graphical representation is illustrated in Fig. 2.
We define $\Theta = \{\rho^{(a,b)}, \mu^{(a)}, \Lambda^{(a)} \mid (a, b) \in \mathcal{R}, a \in \mathcal{E}\}$. Then, the marginal likelihood is written as

$$p(\mathcal{X}) = \int \int p(\mathcal{X}, \mathcal{U}, \Theta)d\mathcal{U}d\Theta.$$ 

The variational lower-bound $F(q)$ is given by

$$\log p(\mathcal{X}) \geq \int \int q(\mathcal{U}, \Theta) \log \frac{p(\mathcal{X}, \mathcal{U}, \Theta)}{q(\mathcal{U}, \Theta)}d\mathcal{U}d\Theta \equiv F(q).$$

We assume that the variational distribution $q(\mathcal{U}, \Theta)$ is factorized:

$$q(\mathcal{U}, \Theta) = \prod_{a \in \mathcal{E}} q(U^{(a)}) \prod_{(a,b) \in \mathcal{R}} q(\rho^{(a,b)}) \prod_{a \in \mathcal{E}} q(\mu^{(a)} \mid \Lambda^{(a)}) q(\Lambda^{(a)}).$$

Variational posterior distributions over factor matrices and hyperparameters are determined by maximizing the variational lower bound $F(q)$, leading to

$$\log q^*(U^{(a)}) \propto \mathbb{E}_{\mathcal{U}\setminus U^{(a)}, \Theta} \left\{ \log p(\mathcal{X}, \mathcal{U}, \Theta) \right\},$$

$$\log q^*(\rho^{(a,b)}) \propto \mathbb{E}_{\mathcal{U}, \Theta \setminus \rho^{(a,b)}} \left\{ \log p(\mathcal{X}, \mathcal{U}, \Theta) \right\},$$

$$\log q^*(\mu^{(a)}, \Lambda^{(a)}) \propto \mathbb{E}_{\mathcal{U}, \Theta \setminus \mu^{(a)}, \Lambda^{(a)}} \left\{ \log p(\mathcal{X}, \mathcal{U}, \Theta) \right\},$$

where their functional forms and corresponding parameter updates are summarized in Table 1.

4 Numerical Experiments

We applied the proposed HVBMCF to the collaborative prediction in the cold-start situations, and compared the performance with EVBMCF [15]. In addition, we compared the performance of the empirical variational Bayesian matrix factorization (EVBMF), which is a special case of EVBMCF exploiting only the user-item rating matrix. The MovieLens data, which consists of the 5-star ratings of 943 users for the 1682 movies was used. In the EVBMCF and HVBMCF, additional user information (age, gender, and occupation) and movie information (genre) were used in the matrix co-factorization. Additional information is coded with the binary values, for example, movie genre data is coded by a vector of length
18, where each element indicates one of the 18 movie categories, and the value 1 represents the movie belongs to the corresponding genre.

Since the user cold-start problem occurs in the situation that the test users do not provide sufficient number of ratings, we randomly selected 200 test users and took out most of their ratings, to remain $s$ ratings for each user. We generated the datasets for the five different values of $s$, which were 0, 5, 10, 15, and 20. We used mean absolute error (MAE) and root mean squared error (RMSE) as the performance measures, which are computed as

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |r_i - \hat{r}_i|,
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (r_i - \hat{r}_i)^2},
\]

where $N$ is the total number of test data points, $\hat{r}_i$ and $r_i$ are the predicted rating and the true rating of the $i$-th test data, respectively. For each value of $s$, we ran the algorithms 100 times with different set of test users and initial values of sufficient statistics. Number of latent factors $d$ is set to 20, and hyperparameters are set to $\alpha_0 = 1$, $\beta_0 = 1$, $\nu_0 = 1$, and $W_0 = I$.

The averaged MAE and RMSE were summarized in Table 2(a). We also simulated the item and user cold-start cases, where we also eliminated all the ratings for the 100 randomly selected movies from each dataset generated for the user cold-start cases (Table 2(b)). Both EVBMCF and HVBMCF showed better performance than EVBMF for all cases, showing the benefit of the matrix co-factorization over the single matrix factorization in the cold-start situations. HVBMCF showed comparable performance to the EVBMCF in user cold-start cases, and showed better performance in the item and user cold-start cases. HVBMCF worked better than EVBMCF in the situation with less available information, which shows better generalization performance of HVBMCF.

Moreover, HVBMCF showed much stable evolvement pattern of the prediction accuracy than EVBMCF, while the prediction accuracy of EVBMCF degrades as iterations proceed because of the over-fitting. Fig. 3 illustrates an exemplary behavior in terms of RMSE, for the case of item and user cold start with $s = 0$.
5 Conclusions

In this paper, we have presented hierarchical variational Bayesian matrix co-factorization (HVBMCF) which treats hyperparameters as random variables, and places Gaussian-Wishart prior on them. A variational inference algorithm, which iteratively computes variational posterior distributions over factor matrices and hyperparameters is presented for the hierarchical model. Numerical experiments showed that the HVBMCF alleviates the over-fitting better than EVBMCF, leading to the improved performance.
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