Self-Labeling for P300 Detection
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Abstract—The P300 wave refers to a positive peak with a latency of 300 ms, produced in response to task-relevant stimuli. It is a widely-used event related potential (ERP) in practical brain computer interface (BCI) systems, where a classifier is trained using discriminative features extracted from a set of labeled examples, in order to detect the presence of P300. Given a small training examples, the intra- and inter-subject variations in amplitude and latency of P300 degrade the performance of classifier. Thus, it requires a longer training period (calibration time) with more labeled examples for satisfactory performance. In this paper we present a self-labeling method, where confident unlabeled data, together with their predicted labels, are gradually added to the training set, in order to re-train the classifier. Linear discriminant analysis with singular value decomposition is used to progressively extract discriminate features. Experiments demonstrate the high performance of our method, especially in the case where a small number of training examples are available. We also apply the method to the zero-calibration P300-based BCI, which removes subject-dependent calibration procedures by using the training set already recorded from other subjects.

Index Terms—Brain computer interface (BCI), linear discriminant analysis (LDA), P300 detection, self-labeling, singular value decomposition (SVD)

I. INTRODUCTION

Brain computer interface (BCI) is a system that makes use of brain signals to translate a subject’s intention or mind into a control signal for a device such as a computer, a wheelchair, or a neuroprosthesis [1], [2], [3]. One of popular modalities in BCI systems is P300 that is a positive peak with a latency of 300 ms on electroencephalography (EEG) sensors, produced in response to task-relevant stimuli [4]. A widely-used P300-based BCI is the P300 speller [5], in which characters are displayed as a 6 × 6 matrix with rows and columns flashed in a random order and P300 responses are elicited while a specific entry of the matrix corresponding to the character of interest is highlighted. Various methods have been developed for P300 detection [6], [7], [8], [9].

In general, P300 responses are subject-specific, since their peak and latency vary from person to person and time to time, according to the subject’s age and cognitive capability [10]. Intra- and inter-subject variations requires a classifier to be trained using examples labeled by a subject of interest for satisfactory performance. This procedure is referred to as calibration, which is a time-consuming task. Thus, it is desirable to reduce the training period for practical P300-based BCI systems. To tackle this problem, several techniques have been developed [11], [12], [13]. Rivet et al. [14] developed a P300 speller system with a reduced calibration duration that can automatically switch between the training and testing sessions. Panicker et al. [15] reduced the calibration duration by a co-training method where both labeled and unlabeled examples are used together.

In this paper, we present a self-labeling method for P300 detection where confident unlabeled data, together with their predicted labels, are gradually and selectively added to the training set, in order to re-train the classifier. We first reduce the dimension of data by a low-rank projection into the space spanned by leading singular vectors of the data matrix, and then discriminative features are extracted using linear discriminant analysis (LDA). We also present results for the case of zero-calibration (no labeled examples by a subject of interest), where the classifier is adapted, starting from the model initialized by other subjects.

II. METHODS

A. Data Acquisition

Four healthy subjects (one female, age: 26 ± 1.82) participated in the study. All subjects were healthy graduate students with no known neurological problems. The EEG signals sampled at 256Hz were recorded at Fz, C3, Cz, C4, P3, Pz, P4 and Oz sites following the international 10-20 system using g.MOBILab+ and g.GAMMAsys. The electrodes on the left mastoid and AFz were used as a reference and ground electrode respectively. Fig. 1(a) shows the channel location.

For data acquisition, we implemented the P300-based interface, as shown in Fig. 1(b). The six gray arrows are oriented as a circle on the black screen, and the yellow target arrows are displayed on the upside of the screen to act as a cue. For every sequence, each arrow only flashed white once in a random order, and six sequences were repeated in a trial for selecting one target arrow, as shown in Fig. 2. The intensification lasted 120ms with an inter-stimulus interval of 80ms, and the time pausing between each trial is 5s. Finally, the required time to input a single arrow is 12.2s.

During this step, the subjects were comfortably seated in a chair at a distance of approximately 1m from the computer screen. The subjects were asked to focus on a target arrow...
that was cued by an arrow on the upside of the screen in a sequence, and silently count how many times the target arrows flashed. The sessions performed by the subjects comprised 24 target arrows (calibration/training session) and 72 target arrows (test session).

B. Preprocessing

In order to obtain a clear ERP, we preprocess the signal in following 4 steps.

1) Filtering: Since P300 is a slow-wave response, EEG signals from each channel are band-pass filtered from 1 to 20 Hz.

2) Segmentation: EEG signals were segmented from 100ms pre-stimulus to 600ms post-stimulus, which is enough to contain the P300 waveform.

3) Normalization: For the baseline correction, the mean of each pre-stimulus signal was subtracted from each post-stimulus signal, respectively. We then divided the result by the variance of the signals including pre and post-stimulus.

4) Averaging: In order to obtain a robustly shaped P300 ERP, the normalized signals were averaged over all channels. Then, this averaged signals for each arrow were also averaged over all sequences in a single trial.

Let us denote the target signal as $x \in \mathbb{R}^T$, where $T$ is the length of the signal, which is recorded during the flash of the arrow that the subject was focused upon, and denote the non-target signal as $y \in \mathbb{R}^T$, which is recorded during the flash of other arrows. Then the signals recorded during the $n$-th trial can be denoted as $S_n = [x_n, y_n, \cdots, y_n^5]$ corresponding to 6 kinds of arrows.

C. Feature Extraction: Singular Value Decomposition

For our study, we applied the SVD as a feature extraction method. We used the SVD (instead of the Principal Component Analysis (PCA)), to consider both of the temporal and trial information. The method for using the temporal information will be discussed in our future works.

The goal of this step is to extract the common waveforms from among the target signals in order for them to be used as basis vectors. To train the pattern of P300, we collected target signals including P300, as $X = [x_1, \cdots, x_N]$, which is $X \in \mathbb{R}^{T \times N}$, when $S$ includes $N$ trials. The remained non-target signals were collected as $Y \in \mathbb{R}^{T \times 5N}$. Then, the SVD can decompose $X$ into 3 matrices as

$$X = U \Sigma V^T,$$

where $U \in \mathbb{R}^{T \times T}$ and $V \in \mathbb{R}^{N \times N}$ are orthogonal matrices and $\Sigma$ is a diagonal matrix. The columns $u_i$ in $U$ and $v_i$ in $V$ are the left and right singular vectors, respectively and the diagonal elements of $\Sigma$ are the singular values [16].

We concatenate vectors from the matrix $U$ corresponding to the $l$-largest singular values in $\Sigma$ as a basis matrix denoted by $\hat{U} = [u_1, \cdots, u_l]$, which is $\hat{U} \in \mathbb{R}^{T \times l}$. Then, the feature matrix, $F_X \in \mathbb{R}^{l \times N}$, for $X$ is obtained by

$$F_X = \hat{U}^T X.$$  

The first waveform, $u_1$, represents the most dominant and widespread feature of the target signals. Subsequent waveforms occur in descending order of contribution to $X$. The exemplary basis vectors can be seen in Fig. 6.

D. P300 Detection: LDA and Minimum Distance Classifier

Our objective in this step is to detect the target signal from each test signals. To do this, we used LDA and the minimum distance measure because of their lower computational cost and simplicity [17] [18].

From the feature matrices $F_X$ and $F_Y$, we measured the LDA projection vector $w$ to separate data into two classes. From the one dimensional projected features $w^T F_X$ and $w^T F_Y$, we measured their mean values $\mu_X$ and $\mu_Y$. These values are used as referential points for the P300 detection and the self-labeling.

For every trial of test procedure, we obtained 6 signals, $z_1, \cdots, z_6$, corresponding to the 6 arrows. One of these signals is selected as $z_X$ which is the target signal regarded as having P300 component, and its corresponding arrow was transmitted to the device as the detection result. In order to decide which signal is the target signal, we measured the distances of their corresponding feature values from $\mu_X$, $\mu_X$ is the mean value of $w^T F_X$, which represents the group mean of feature values for the target set, as we mentioned above. That is, the distance $d_X$ for the $z_i$, was measured as

$$d_X = |w^T f_i - \mu_X|$$

where $f_i = \hat{U}^T z_i$. Among $z_1, \cdots, z_6$, the signal with the minimum $d_X$ is selected as the target signal $z_X$ and others as non-target signals, $z_Y, \cdots, z_6$. Y.

E. Self-Labeling

The goal of our algorithm is reduce the calibration time by using a smaller training set. To compensate for information loss due to the smaller training data, we append the signals from the test procedure to the training set, then retrain the basis vectors and the detection model after every trial. The signal classified as the target set was appended to $X$, and the signal classified as the non-target set was appended to $Y$. 

---

**Fig. 1.** Channel location and P300 interface
Fig. 2. Cues and corresponding signals for the single trial inputting ‘↑’

Fig. 3. Algorithm Overview

However, we could not guarantee that the detection results of the test procedure were always correct. Furthermore, trials of the test procedure can be invalid for various reasons. For example, if the subject miss the flash on the cued arrow, there will be no P300-contained trial in the test set. However, even in this case, the system will try to append one of the test signals to the target set. Then, the performance of the system will have deteriorated, because the signal without P300 is included in the target set within the training data. In addition, the signals in the test procedure could be corrupted by various artifacts, such as artifacts from electrooculogram or electromyogram. Usually, these artifacts exhibit amplitudes with a range of a few millivolts, while event-related potentials exhibit amplitudes ranging between 2 and 20µV. Generally, LDA is vulnerable to such outliers.

To tackle this problem, we selectively append the signals that are similar to the original target and non-target sets in the existed training set. The similarities to the original target and non-target sets are measured by $d_{Xi}$ and $d_{Yi}$, which are the distance of feature values from the group mean of target and non-target sets. Likewise $d_{Xi}$ in Eq. 3, $d_{Yi}$ is defined to

$$d_{Yi} = |w^\top f_i - \mu_Y|,$$  

where $\mu_Y$ is the mean value of $w^\top F_Y$.

With this similarity measure, to decide whether the detected target signal $z_X$ is appended to $X$ or not, we used $\sigma_X$, the standard deviation corresponding to the feature values of the target set, $w^\top F_X$.

That is, $\sigma_X$ was defined to

$$\sigma_X = \sqrt{\frac{1}{N_X} \sum_{n=1}^{N_X} (w^\top F_X - \mu_X)^2}$$  

where $N_X$ is the number of trials of the training set. $z_X$ is appended to $X$, only when its corresponding feature value, $w^\top \hat{U}^\top z_X$, is located within the range of $\mu_X - \sigma_X$ and $\mu_X + \sigma_X$.  

<table>
<thead>
<tr>
<th>Test set</th>
<th>Training set</th>
<th>Target set</th>
<th>Non-target set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$Y$</td>
</tr>
</tbody>
</table>

Train feature vector by SVD
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Likewise, non-target signals, $z_1^1, \cdots, z_5^5$, were appended only when their corresponding feature values are located within the range of $\mu_Y - \sigma_Y$ and $\mu_Y + \sigma_Y$.

The above method can be denoted by the following algorithm.

**Algorithm**

After the training, we are left with a target set, $X$, and a non-target set, $Y$, as the initial training data. During the test procedure, new signals, $z_1, \cdots, z_6$, are recorded for every trial.

**Step 1.** From $X$, we extract the $l$-dimensional basis matrix, $\bar{U}$, by SVD and calculate the feature matrices, $F_X$ and $F_Y$, by Eq. (2).

**Step 2.** From $F_X$ and $F_Y$, we train the LDA projection vector $w$ and mean values, $\mu_X$, $\mu_Y$, and standard deviations, $\sigma_X$, $\sigma_Y$, for each group.

**Step 3.** For $z_1, \cdots, z_6$, we calculate their feature values by using SVD and LDA.

**Step 4.** We decide the target signal $z_i$ with the minimum distance, $d_{X_i}$, as the target signal, $z_X$, then the system recognizes the corresponding arrow as the detection result. We also collect other $z$s as non-target signals, $z_1^1, \cdots, z_5^5$.

**Step 4.1.** If $d_{X_i}$ corresponding to $z_X$ is located within the range of $\mu_X - \sigma_X$ and $\mu_X + \sigma_X$, we append $z_X$ to $X$.

**Step 4.2.** If $d_{Y_i}$ corresponding to $z_1, \cdots, z_6$ is located within the range of $\mu_Y - \sigma_Y$ and $\mu_Y + \sigma_Y$, then append the $z_i$ to $Y$.

**Step 5.** We then go back to step 1 and repeat the sequence for the next trial.

By the above algorithm, we can collect valid P300 trials from the test set and then retrain the detection model. The implemented P300 classifier based on our proposed algorithm, shown in Fig. 3, could work properly with a smaller training set and shorter calibration time.

**III. EXPERIMENTS**

For evaluating the performance of our algorithm, we carried out two kinds of experiments in order to compare its detection accuracies with those of an algorithm without self-labeling. The algorithm without self-labeling (no-labeling algorithm) also uses the same detection model without self-labeling. Instead, it merely detects the target signals from all of the test data by using the detection model from the initial training data.

We used the 2 largest singular values to derive basis vectors ($l = 2$) in both algorithms.

**A. Training with Small Data Set**

In the first experiment, to validate that self-labeling method can improve the detection accuracy, especially when the amount of training data is small, we performed the off-line P300 detection with various amounts of initial training data. The amount of training data (the number of trials) varied from 2 to 24 and the amount of test data was 72 for each subject. The initial training data are randomly selected from each subject’s training data.

The detection accuracy for this experiment is shown in Table I, and their averaged result of all 4 subjects in Fig. 4. On average, as the amount of training data increased, the detection accuracies of the two methods also increased. Also the detection accuracies of both algorithms converged at a certain level when using plentiful amount of initial training data ($N > 12$).

However, when using small amount of initial training data, our algorithm could obtain higher accuracy than no-labeling algorithm. In particular, using only 2 initial training data, which takes 24.4 s and can be considered extremely small, our algorithm improved the detection accuracy from 75.70% to 84.78%.

Also, we compared the error bar of the accuracies when using only 2 training data. As shown in Fig. 5, our algorithm could obtain higher mean accuracy than the no-labeling algorithm for all subjects, and its standard deviation shows that the results from our algorithm are statistically significant.

From the viewpoint of calibration time, to reach 86.5% accuracy, the no-labeling algorithm needs at least 5 times as many initial training data as with our algorithm for subject 2. Since the time for collecting 1 trial is 12.2 s in our system, our algorithm can reduce the calibration time as 97.6 s in this case.

In order to show how our algorithm improves the performance, we plotted the accumulative detection accuracy in Fig 6(a). Fig. 6(a) shows the alteration of accumulative detection accuracies of the two methods when the 72 test trials for subject 2 are processed one by one using only 2 initial training data. Whenever the target signal is appended to the existing training data, we draw a vertical black line on the corresponding test trial. While the accuracy of the no-labeling algorithm gradually decreased during the test, our algorithm
keep the accuracy from decreasing by retraining basis vectors.

To analyze the effect of our algorithm, we presented the basis vectors and feature space during the test procedure. Fig. 6(b) shows the most dominant basis vectors from the initial and the final training data for the result of Fig. 6(a). The basis vectors from the initial training data are not similar to the original basis vector, which is extracted from the subject 2’s all training data as shown in Fig. 6(c), because of small amount of training data. However, our algorithm can retrain the basis vector to be similar to the original basis vector. Therefore our algorithm can extract more accurate basis vector for better detection accuracy.

Moreover, as the basis vector retrained, the feature space is also changed. Fig. 7 shows the 2-dimensional feature spaces of all test data, which are derived by the basis vectors from initial training data and accumulated training data by using our algorithm. As shown in Fig. 7, we can easily notice that the retrained basis vector, which has more similar shape with P300 waveform than the initial training data, obtained more separable feature space of test data than the initial basis vector. It means that our algorithm is able to extract a more separable feature space than the no-labeling algorithm with better accuracy.

### B. Training with Other Subject’s Data

In the first experiment, we proved that our algorithm outperformed the no-labeling algorithm with small initial training data. However, the ultimate goal of this paper is detecting P300 without any calibration time, which means removing this burdensome task. In order to achieve this, we use the training data from other subjects for obtaining the detection model in this experiment. That is, we randomly select the signals from other subjects’ training data and average them over subjects to make a general waveform. Suppose we want to classify the data of subject A with \( n \) number of training data. Then, \( n \) number of training data are chosen from the remaining 3 subjects respectively and averaged over all subjects. Finally, with \( n \) number of averaged signals as the initial training data, we classify the test data from subject A. In this experiment, we classified 72 test data for each subject, and used all of the training data from remaining subjects, which means the amount of initial training data was 24.

By using this subject transfer approach, we obtained the

---

**Table I**

<table>
<thead>
<tr>
<th>Method</th>
<th>No-labeling</th>
<th>Self-Labeling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Subject 1</td>
<td>80.44%</td>
<td>89.35%</td>
</tr>
<tr>
<td>Subject 2</td>
<td>77.19%</td>
<td>75.58%</td>
</tr>
<tr>
<td>Subject 3</td>
<td>70.17%</td>
<td>75.23%</td>
</tr>
<tr>
<td>Subject 4</td>
<td>75.00%</td>
<td>74.65%</td>
</tr>
<tr>
<td>Average</td>
<td>75.70%</td>
<td>78.70%</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>From</th>
<th>Other subjects</th>
<th>Subject Oneself</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>no-labeling</td>
<td>Self-labeling</td>
</tr>
<tr>
<td>Subject 1</td>
<td>75.23%</td>
<td>88.90%</td>
</tr>
<tr>
<td>Subject 2</td>
<td>79.26%</td>
<td>84.72%</td>
</tr>
<tr>
<td>Subject 3</td>
<td>69.44%</td>
<td>73.61%</td>
</tr>
<tr>
<td>Subject 4</td>
<td>66.42%</td>
<td>72.65%</td>
</tr>
<tr>
<td>Average</td>
<td>72.58%</td>
<td>79.97%</td>
</tr>
</tbody>
</table>
accuracy of 75.23%, 79.26%, 69.44% and 66.42% for each subject, as shown in the first column of the Table II. Be compared to the result of ‘Subject Oneself’, which uses the training data from their own, we could see that the accuracies are deteriorated. This problem is due to the inter-subject pattern differences of P300 waveform, which is plotted in Fig. 6(d) and 6(c). Fig. 6(d) shows the basis vectors obtained from the initial training set collected from the subject 1, 3, 4 and 6. Otherwise the Fig. 6(c) is the original basis vector obtained from the training data of the subject 2. They share similar N100 and P300 fluctuating patterns, but they are not exactly the same. To correct this inconsistency, we applied self-labeling algorithm to this subject transfer problem. Our approach selectively accumulated the P300 signals during the test procedure, which is similar to the target set from other subjects and also has subject 2’s own P300 wave characteristics. The final basis vector after all test procedure was also plotted in Fig. 6(d). We could see that the basis vector was retrained, which is much similar to the Fig. 6(c), the original waveform of subject 2’s P300. As a result, as shown in the second column of Table II, the accuracies were improved to 88.90%, 84.72%, 73.61% and 72.65% for each subject. Totally self-labeling method improved the accuracy by 7.39% (±3.70%). This result implies that our algorithm can be used for no-calibration P300 paradigm.

IV. CONCLUSIONS

In this paper, we have proposed a novel algorithm for a P300 based BCI system that can reduce the required calibration time with a small set of training data. Our algorithm uses singular value decomposition and linear discriminant analysis for feature extraction, then applies minimum distance classifier. For shortening the required calibration time, we selectively accumulate detected P300 to the training data and consecutively retrain the detection model, which is mentioned as ‘Self-labeling’. Experimental results suggest that our algorithm can obtain better detection accuracy with less amount of training data than ordinary algorithms. Furthermore, we also prove that it can be used for a BCI without the calibration. Therefore, our algorithm can shorten the calibration time with less deterioration of performance. For future work, we will implement the real-time BCI system using the proposed method to improve its usefulness on the on-line procedure. In addition to this, we will use the SVD more sophisticatedly, to extract the information about the which trial is close to the canonical P300 waveform. In order to increase the speed for the P300-based BCI, we plan on reducing the required number of sequences in a single trial. In our experiment, a single trial takes 12.2s for six sequences. If we could achieve the system with less sequences, then the speed of the system will be improved. In addition to this, although we just averaged signals of all channels to obtain the robust P300 ERP, if we exploit the channel information, the performance of the system may be increased.
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